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Abstract. With increasing concern for privacy issues in data, federated
learning has emerged as one of the most prevalent approaches to collab-
oratively train statistical models without disclosing raw data. However,
heterogeneity among clients in federated learning hinders optimization
convergence and generalization performance. For example, clients usually
differ in data distributions, network conditions, input/output dimen-
sions, and model architectures, leading to the misalignment of clients’
participation in training and degrading the model performance. In this
work, we propose PFedRe, a personalized approach that introduces in-
dividual relevance, measured by Wasserstein distances among dummy
datasets, into client selection in federated learning. The server generates
dummy datasets from the inversion of local model updates, identifies
clients with large distribution divergences, and aggregates updates from
high relevant clients. Theoretically, we perform a convergence analysis
of PFedRe and quantify how selection affects the convergence rate. We
empirically demonstrate the efficacy of our framework on a variety of
non-IID datasets. The results show that PFedRe outperforms other client
selection baselines in the context of heterogeneous settings.

Keywords: Federated learning · Client selection · Personalization.

1 Introduction

The ever-growing attention to data privacy has propelled the rise of federated
learning (FL), a privacy-preserving distributed machine learning paradigm on
decentralized data [24]. A typical FL system consists of a central server and
multiple decentralized clients (e.g., devices or data silos). The training of an FL
system is typically an iterative process, which has two steps: (i) each local client
is synchronized by the global model and trained using its local data; (ii) the
server updates the global model by aggregating the local models.

However, as the number of clients and the complexity of the models grow,
new challenges emerge concerning heterogeneity among clients [16]. For exam-
ple, statistical heterogeneity in that data are not independent and identically
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distributed (IID) hinders the convergence of the model and is detrimental to its
performance. Thus, methods to overcome the adverse effects of heterogeneity are
proposed, including regularization [20, 17], clustering [2, 10], and personalization
[6, 30]. Despite these advances, client selection is a critical yet under-investigated
topic.

In a cross-device FL training phase, it is plausible that not all of the client
contributes to the learning objective [33]. Aggregating local updates from irrele-
vant clients to update the global model might degrade the system’s performance.
Moreover, McMahan et al. [24] show that only a fraction of clients should be
selected by the server in each round, as adding more clients would diminish
returns beyond a certain point. Hence, effective client selection schemes for het-
erogeneous FL are highly desired to achieve satisfactory model performances.

Thus far, some efforts have been devoted to selecting clients to alleviate het-
erogeneous issues and improve model performances, roughly grouped into two
categories: (i) naive approaches to client selection identify and exclude irrele-
vant local model updates under the assumption that they are geometrically far
from relevant ones [36, 13]; (ii) another line of work assumes the server main-
tains a public validation dataset and evaluates local model updates using this
dataset. Underperforming clients are identified as irrelevant and excluded from
aggregation. [34, 35].

Nevertheless, most of the existing client selection schemes have some limita-
tions: (i) keeping a public validation dataset in the server and evaluating local
updates on it disobeys the privacy principle of FL to some degree and might
be impractical in real-world applications; (ii) current approaches are limited to
the empirical demonstration without a rigorous analysis of how selection affects
convergence speed.

Against this background, we propose a simple yet efficient personalized tech-
nique with client selection in heterogeneous settings. Clients with high relevance,
measured by Wasserstein distances among dummy datasets, will be involved in
the aggregation on the server, which boosts the system’s efficiency.

Contributions of the paper are summarized as follows. First, we provide
unique insights into client selection strategies to identify irrelevant clients. Specif-
ically, the server derives dummy datasets from the inversion of local updates, ex-
cludes clients with large Wasserstein distances (large distribution divergences)
among dummy datasets, and aggregates updates from high relevant clients. The
proposed scheme has a crucial advantage: it uses dummy datasets from the in-
version of local updates. Thus, there is no need for the server to keep a pubic
validation dataset and the algorithm ensures the aggregation only involves highly
relevant clients.

Second, we introduce a notion of individual relevance into FL, measured by
Wasserstein distance among dummy datasets. As a motivating example, we ex-
amine two algorithms’ (FedAvg [24] and FedProx [20]) performances with/without
irrelevant clients on the MNIST dataset [19] in Figure 1. The objective is to clas-
sify odd labeled digits, i.e., {1, 3, 5, 7, 9}. For the case with irrelevant clients,
odd labeled data are distributed to six clients, even labeled data are assigned
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Fig. 1. Impacts of irrelevant clients in FL

to four clients, and even labels on four clients are randomly flipped to one of
the odd labels. It is evident from the figure that irrelevant clients annihilate the
stability of the training and incur lower accuracy, demonstrating the need to
identify and exclude them from the system.

Finally, we explore the influences of client selection on the convergence of
PFedRe. Theoretically, we show that, under some mild conditions, PFedRe will
converge to an optimal solution for strongly convex function in non-IID settings.
We illustrate that PFedRe can promote efficacy through extensive empirical
evaluations while achieving superior prediction accuracy relative to recent state-
of-the-art client selection algorithms.

2 Related Work

Client Selection in FL Existing work in client selection focuses on (i) detect-
ing and excluding irrelevant clients that are geometrically far from relevant ones.
Blanchard et al. [1] explore the problem by choosing the local updates with the
smallest distance from others and aggregating them to update the global model.
Later, Trimmed Mean and Median [36] removes local updates with the largest
and smallest F , and take the remaining mean and median as the aggregated
model. In [4, 32], authors alleviate the client selection issue while preserving
efficient communication and boosting the convergence rate. However, some re-
cently proposed work shows that irrelevant clients may be geometrically close to
relevant ones [9, 28]; (ii) another line of research needs to centralize a public val-
idation dataset on the server and use it to evaluate local model updates in terms
of test accuracy or loss. The error rate-based method [9] rejects local model up-
dates that significantly negatively impact the global model’s accuracy. Zeno [34,
35] uses the loss decrease on the validation dataset to rank the model’s relevance.
Nevertheless, these schemes may violate the privacy-preserving principle of FL
and may be challenging to implement in practice.

Recently, some work combines the two schemes and proposes hybrid client
selection mechanisms. FLTrust [3] adopts a bootstrap on the server’s valida-
tion dataset and uses the cosine similarity between the local and trained boot-
strap models to rank the relevance. Later, DiverseFL [27] introduces a bootstrap
method for each client using partial local data and compares this model with its
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updates to determine the selection. However, these approaches may also inherit
limitations of two ways.

Personalized FL Given the variability of data in FL, personalization is an
approach used to improve accuracy, and numerous work has been proposed along
this line. Particularly, Smith et al. [29] explore personalized FL via a primal-dual
multi-task learning framework. As summarized in [6, 31, 22], the subsequent work
has explored personalized FL through local customization [8, 15, 23], where mod-
els are built by customizing a well-trained global model. There are several ways
to achieve personalization: (i) mixture of the global model and local models
combines the global model with the clients’ latent local models [14, 6, 23]; (ii)
meta-learning approaches build an initial meta-model that can be updated ef-
fectively using Hessian or approximations of it, and the personalized models are
learned on local data samples [8, 7]; (iii) local fine-tuning methods customize the
global model using local datasets to learn personalized models on each client [23,
21].

3 Personalized Federated Learning with Relevance
(PFedRe)

To explore client selection in personalized FL, we first formally define the person-
alized FL objective and introduce the system’s workflow (Section 3.1). We then
present PFedRe, a personalized algorithm that selects highly relevant clients to
participate in training, and our proposed notion of individual relevance (Section
3.2). Finally, in Section 3.3, we analyze the influences of selection behaviors on
training convergence.

3.1 Preliminaries and Problem Formulation

Notations Suppose there are M clients and a server in the system and denote
by Xk = {xk,1, xk,2, ..., xk,mk} the local data samples in the k-th client, where
xk,l is the l-th sample and l = 1, 2, ...,mk. Let X = ∪kXk be the set of data
among all clients, ω correspond to the global model, β = (β1, β2, ..., βM ) with βk
being the personalized local models on the k-th client, Fk be the local objective
function on the k-th client, and E be the local epochs on clients, respectively.
We denote m =

∑M
k=1mk as the total number of samples.

In personalized FL, clients communicate with the server to solve the following
problem:

min
ω,β

F (ω, β) =
1

m

M∑
k=1

mk∑
l=1

f(ω, βk;xk,l) =

M∑
k=1

mk

m
Fk(ω, βk) (1)

to find the global model ω and personalized model β. f(ω, βk;xk,l) is the compos-
ite loss function for sample xk,l and model ω, βk. Generally, in clients, Equation
(1) is optimized w.r.t. ω and β by stochastic gradient descent (SGD).



PFedRe: Personalized FL with Client Selection 5

Fig. 2. Workflow of PFedRe

The communications in personalized FL only involve ω, while the personal-
ized models β are stored locally and optimized without being sent to the server.
Suppose the k-th client optimizes Fk(·) at most T iterations. After a client re-
ceives the global model at the beginning of the τ -th round (0 ≤ τ < T ), it
updates the received model using ωkτ+1 = ωkτ − ητ∇ωkFk(ωkτ , βkτ ), and the per-
sonalized model is updated by βkτ+1 = βkτ − δτ∇βkFk(ωkτ , βkτ ), where ητ and δτ
are the learning rates.

After optimizing the personalized model βk, each available client uploads
ωkτ+1 every E epochs. The server aggregates the received models by

ωGτ+1 =

M∑
k=1

mk

m
ωkτ+1. (2)

Personalized FL updates the global model with Equation (2).
However, the server can only randomly select clients to participate in training

due to the inaccessibility of clients’ local training data and the uninspectable
local training processes. As shown in Figure 1, aggregating irrelevant clients’
updates, in this case, hampers the stability and performance of the system.
Hence, we introduce a client selection mechanism that facilitates the server to
prune irrelevant clients.

Figure 2 elucidates the workflow of the proposed framework. It takes a differ-
ent approach with three key differences compared with traditional methods. (i)
local updates inversion: the received local model updates are inverted to gener-
ate corresponding dummy datasets on the server; (ii) relevance score allocation:
Wasserstein distances among dummy datasets are calculated and recorded as the
relevance score; (iii) relevant client clustering: local updates are clustered into
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two groups based on their relevance scores, and updates in the majority group
are aggregated on the server.

3.2 PFedRe: Algorithm

In PFedRe, the k-th client performs E epochs of the local model updates via
mini-batch SGD with a size of B. Then, it submits local model update ωkτ+1 in
the τ -th round. The server works with the updates it receives from the clients.
It first inverts local updates to generate dummy datasets using

x′
∗
k = argmin

x′
k

||∂Fk((x
′
k, y
′
k);ω

k
τ )

∂ωkτ
−
aτ (ω

k
τ+1 − ωkτ )
Emk/B

||22, (3)

where (x′k, y
′
k) are the dummy data to be optimized, and ωkτ = ωGτ is the current

global model. PFedRe performs inversion by matching the dummy gradient with
the equivalent gradient (ωkτ+1−ω

k
τ )

Emk/B
, where the term starts to cancel out, i.e.,

(ωkτ+1−ω
k
τ )

Emk/B
→ 0, as the global model converges. To signify the differences among

gradients such that the server can identify the differences among clients’ data
distributions, PFedRe adds a scale factor aτ , i.e., a to the power of τ , where a is
a hyperparameter. The optimum, x′∗k, substracts the initialization of the dummy
data, respectively.

After generating dummy datasets, the server employs the Wasserstein dis-
tance metric to derive the relevance scores and the distribution divergences
among dummy datasets. The divergence DW between (x′k, y

′
k) and (x′l, y

′
l) is

given by

DW (x′k, x
′
l) =

p∑
i=1

q∑
j=1

Wasserstein[x′,i,jk , x′
,i,j
l ], (4)

where x′,i,jk is the vector composed of the j-th features of samples with label i,
p and q are the numbers of labels and features of dummy datasets.

It is natural that the dummy datasets derived from irrelevant clients’ updates
have more considerable distribution divergences than relevant ones. However,
this may not hold when statistical heterogeneity exists, i.e., data among clients
are non-IID. Thus, instead of simply removing local updates with more signifi-
cant distribution divergences, PFedRe collects those updates that have moderate
distribution divergences.

Denote by H = {DW (x′k, x
′
l)|l = 1, ...,M} the set of k-th client’s Wasserstein

distances with all clients. More formally, individual relevance can be defined as

Definition 1 Let rkτ+1 be the relevance score of model ωkτ+1. For two models
ωkτ+1, and ωnτ+1 in an FL system, we say ωkτ+1 is more relevant than ωnτ+1 if
rkτ+1 < rnτ+1, where

rkτ+1 =
∑
H
|DW (x′k, x

′
l)|. (5)
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Algorithm 1 PFedRe. M clients are indexed by k; aτ represents the scaling
factor; η and δ denote the learning rates; γ is the decay factor; T is the maximal
number of communication rounds, and B denotes mini-batch size.
Server executes:
initialize ω0, β0

k, and dummy datasets x′. H ← ∅, R ← ∅.
for τ = 0, 1, ..., T − 1 do
for each client k ∈ {1, 2, ...,M} in parallel do
ωkτ+1 ← ClientUpdate(k, ωGτ )

x′
∗
k = argminx′

k
||∂Fk((x

′
k,y

′
k);ω

G
τ )

∂ωGτ
− aτ (ω

k
τ+1−ω

G
τ )

Emk/B
||22

x′k = x′
∗
k − x′

end for
for each client k ∈ {1, 2, ...,M} do
H ← ∅
for l ∈ {1, 2, ...,M}\{k} do
H ← H∪ {DW (x′k, x

′
l)}

end for
rkτ+1 =

∑
H |D(x′k, x′l)|

R ← R∪ {rkτ+1}
end for
R ← 2-Median(R)
Λ← {k|rkτ+1 ∈ R}
ωGτ+1 =

∑
k∈Λ

mk∑
k∈Λmk

ωkτ+1

return ωGτ+1 to participants.
end for

ClientUpdate(k, ωGτ ):
B ← split local data into batches.
for i = 0, ..., E − 1 do
for batch ξ ∈ B do
ωkτ+i+1 = ωkτ+i −

η
1+γτ

∂Fk(ξ;ω
k
τ+i)

∂ωkτ+i

βkτ+i+1 = βkτ+i − δ
1+γτ

∂Fk(ξ;β
k
τ+i)

∂βkτ+i
end for

end for
return ωkτ+E to the server.

Let R = {rkτ+1|k = 1, ...,M}. PFedRe selects the majority group of R using
the 2-Median clustering. Updates from the majority group are aggregated in the
server. The details of the algorithm are summarized in Algorithm 1.

The inherent benefits of the proposed selection scheme are that (i) the indi-
vidual relevance of a client is not the same across communication rounds, i.e.,
the value of a client’s relevance score changes according to the state of the sys-
tem that varies across rounds. Further, as the global model converges to the
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optimum, value of individual relevance also converges. Thus, the selection mech-
anism adapts to the dynamics of the heterogeneous settings that change over
time; (ii) the framework is highly modular and flexible, i.e., we can readily use
prior art developed for FL along with the client selection add-on, where the new
methods still inherit the convergence benefits, if any.

3.3 PFedRe: Theoretical Analysis

In this section, we analyze the convergence behavior of PFedRe as described
in Algorithm 1. We show that the proposed client selection scheme benefits
to the convergence rate, albeit at the risk of incorporating a non-vanishing gap
between the global optimum ωG∗ = argminω Fk(ω, β) and personalized optimum
β∗k = argminω,β Fk(ω, β).

Assumption 1 (L-smoothness) Fk is L-smooth with constant L > 0 for k =
1, 2, ...,M , i.e. for all v, w,

||∇Fk(v)−∇Fk(w)|| ≤ L||v − w||.

Assumption 2 (µ-strongly convexity) Fk is µ-strongly convex with constant
µ > 0 for k = 1, 2, ...,M , i.e. for all v, w,

Fk(w)− Fk(v)−∇Fk(v)||w − v|| ≥
µ

2
||w − v||2.

Assumption 3 (Unbiased gradient and bounded gradient discrepancy) For the
mini-batch ξ uniformly sampled at random from B, the resulting stochastic gra-
dient is unbiased, i.e.,

E[gk(ωkτ , ξ)] = ∇ωkτFk(ω
k
τ ). (6)

Also, the discrepancy of model gradients is bounded by

E||gk(ωkτ , ξ)−∇ωkτFk(ω
k
τ )||2 ≤ χ2, (7)

where χ is a scalar.

Assumption 4 (Bounded model discrepancy) Denote by β∗k = argminω,β F (ω, β)
the optimal model in the k-th client, and ω0 the initialization of the global model.
For a given ratio q � 1, the discrepancy between ω0 and ωG∗ is sufficiently larger
than the discrepancy between β∗k and ωG∗, i.e. ||ω0 − ωG∗|| > q||β∗k − ωG∗||.

Two metrics are introduced, i.e., the personalized-global objective gap, and the
selection skew, to help the convergence analysis.

Definition 2 (Personalized-global objective gap) For the global optimum ωG∗ =
argminω F (ω, β) and personalized optimum β∗k = argminω,β F (ω, β), we define
the personalized-global objective gap as

Γ = F ∗ −
M∑
k=1

mk

m
F ∗k =

M∑
k=1

mk

m
(Fk(ω

G∗)− Fk(β∗k)) ≥ 0. (8)
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Γ is an inherent gap between the personalized and global objective functions and
is independent of the selection strategy. A more significant Γ indicates higher
data heterogeneity in the system. When Γ = 0, the personalized and global
optimal values are the same, and no solution bias results from the selection.

The selection skew that captures the effect of the client selection strategy on
the personalized-global objective gap can be defined as

Definition 3 (Selection skew) Let a client selection strategy π be a function that
maps the local updates to a selected set of clients S(π, ωk), we define

ρ(S(π, ωk), βk) =
ES(π,ωk)[

∑
k∈S(π,ωk)

mk
m (Fk(ωk)− Fk(βk))]

Fk(ωk)−
∑M
k=1

mk
m Fk(βk)

≥ 0, (9)

where ES(π,ωk) is the expectation over the randomness from the selection strategy
π.

We further define two related metrics independent of the global updates and
personalized model to obtain a conservative error bound, where

ρ = min
ω,βk

ρ(S(π, ωk), βk) (10)

and
ρ̃ = max

ω
ρ(S(π, ωk), β

∗
k). (11)

Equation (9) formulates the skew of a selection π. ρ(S(π, ωk), βk) is a func-
tion of versions of the global model’s updates ωk and personalized model βk.
According to Equations (10) and (11), ρ ≤ ρ̃ for a client selection strategy π.

For the client selection strategy πrandom, we have ρ(S(πrandom, ωk), βk) = 1
for all ωk and βk since the numerator and denominator of Equation (9) become
equal, and ρ = ρ̃ = 1. For the proposed client selection strategy, π chooses
clients’ updates within the majority group of individual relevance, where ρ and
ρ̃ will be more significant. The following analysis shows that a more substantial
ρ leads to a faster convergence with a potential error gap proportional to ( ρ̃

ρ−1 ).
The convergence results for a selection strategy π with personalized-global

objective gap Γ and selection skew ρ̃, ρ is presented in Theorem 1.

Theorem 1. Given Assumptions 1 to 4, for learning rate ητ = 1
µ(τ+ 4L

µ )
, and

any client selection strategy π, the error after T rounds satisfies

E[Fk(βkT )]−Fk(β∗k) ≤
µ

µT + 4L
[
4L(32E2q2 + χ2

|S| )

3µ2ρ
+
8L2Γ

µ2
+
2L2||βk0 − β∗k ||2

µ
]+Q(ρ, ρ̃),

(12)
where Q(ρ, ρ̃) = 8LΓ

3µ ( ρ̃ρ − 1).

Theorem 1 provides the first convergence analysis of personalized FL with a
biased client selection strategy π. It shows that a more significant selection skew ρ
leads to faster convergence rate O( 1

Tρ ). Since ρ is obtained by taking a minimum
of the selection skew ρ(S(π, ωk), βk) over ωk and βk, the conservative bound on
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Table 1. Statistics of datasets. The number of devices, samples, the mean and the
standard deviation of data samples on each device are summarized.

Dataset # Devices # Samples Mean SD

CIFAR100 100 59,137 591 32
Shakespeare 132 359,016 2,719 204
Sentiment140 1,503 90,110 60 41
EMNIST 500 131,600 263 93

the actual convergence rate is obtained. If the selection skew ρ(S(π, ωk), βk)
changes in training, the convergence rate can be improved by a more significant
or at least a factor equal to ρ.

The second term Q(ρ, ρ̃) in Equation (12) represents the solution bias, de-
pending on the selection strategy, and Q(ρ, ρ̃) ≥ 0 according to the defini-
tions of ρ and ρ̃, if the selection strategy is unbiased, e.g., random selection,
ρ = ρ̃ = 1, and Q(ρ, ρ̃) = 0. If ρ > 1, the method has faster convergence by ρ
and Q(ρ, ρ̃) 6= 0. The proof of Theorem 1 is presented in Appendix.

4 Experiments

We evaluate the efficacy of our approach PFedRe on multiple datasets by con-
sidering various heterogeneous settings.

4.1 Setup

Both convex and non-convex models are evaluated on several benchmark datasets.
Specifically, we adopt the EMNIST [5] dataset with Resnet50 , CIFAR100 dataset
[18] with VGG11 , Shakespeare dataset with an LSTM [24] to predict the next
character, and Sentiment140 dataset [11] with an LSTM to classify sentiment.
Statistics of datasets are summarized in Table 1.

To demonstrate the effectiveness of PFedRe, we experiment with both vanilla
and irrelevant clients, where two ways are adopted to simulate irrelevant clients.
The first method flips data samples’ labels to other classes on clients, and the
second assigns out-of-distribution samples to clients and labels them randomly.
Furthermore, three baselines are compared with PFedRe: (i) standard federated
averaging (FedAvg) algorithm [24]; (ii) Selecting clients using the Shapely-based
valuation (S-FedAvg) method [25]; (iii) Dynamic filtering of clients according to
their cumulative losses (AFL) [12].

All experiments are implemented using PyTorch [26] and run on a cluster
where each node is equipped with 4 Tesla P40 GPUs and 64 Intel(R) Xeon(R)
CPU E5-2683 v4 cores @ 2.10GHz. For reference, details of datasets partition
and implementation settings are summarized in Appendix.



PFedRe: Personalized FL with Client Selection 11

Fig. 3. Normalized relevance scores of clients on EMNIST dataset obtained by PFedRe
after 1000 communication rounds. The irrelevant client percentage is 10%, 20%, 30%,
and 40%. PFedRe identifies irrelevant clients (in blue) in training and excludes them
from aggregation.

Fig. 4. The evolution of the testing accuracy is presented, where irrelevant clients have
out-of-distribution samples. PFedRe outperforms other baselines in this case.

4.2 Detection of Irrelevant Clients

In this experiment, data samples of the EMNIST dataset are partitioned among
500 clients. To introduce the irrelevant clients, we flip data samples’ labels to
other classes on clients. The irrelevant client percentage in the system is 10%,
20%, 30%, and 40%. Figure 3 shows the normalized relevance score of clients
learned using PFedRe after 1000 communication rounds. The yellow bars corre-
spond to relevant clients, whereas the blue bars correspond to irrelevant clients.
It is evident from the figure that the relevance scores of relevant clients are
lower than that of irrelevant clients. Hence, using PFedRe, the server can dif-
ferentiate between relevant and irrelevant clients. We further note that due to
the dynamic nature of the generated dummy datasets in training, the magnitude
of relevance keeps changing across communication rounds. However, the trend
between relevant and relevant clients remains consistent.

4.3 Performance Comparison: Assigning Out-of-distribution Data
Samples

This experiment shows the impact of irrelevant clients with out-of-distribution
data samples on the system’s performance. We use four datasets where 10%
of clients are irrelevant. Out of-distribution data samples with random labels
are assigned to irrelevant clients. Figure 4 shows that even in the presence of
out-of-distribution samples at irrelevant clients, the performance of PFedRe is
significantly better than that of other baselines, indicating the efficacy of the
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Fig. 5. The evolution of the training loss is presented, where the labels of samples are
flipped to other classes on irrelevant clients. PFedRe exhibits better efficacy compared
with baselines in this case.

proposed method. A close competitor to PFedRe is AFL, underlining the need
for dynamic client filtering in heterogeneous settings.

4.4 Performance Comparison: Flipping Labels to Other Classes

In this experiment, we demonstrate the impact of the proposed client selection
strategy on the performance (w.r.t. training loss) of algorithms. We implement
PFedRe and the other three baselines independently on four datasets. For irrel-
evant clients, labels of samples are flipped to different classes on clients, and we
set 10% of clients to be irrelevant in the system. Ideally, if PFedRe detects ir-
relevant clients correctly, the server would aggregate updates derived only from
relevant clients, leading to better performance (lower training loss). Figure 5
shows that the system trained using PFedRe outperforms the models trained by
other baselines. These results signify that identifying relevant clients and then
aggregating updates from them is essential for building an efficient FL system.

4.5 Impact of Removing Clients with High/Low Relevance Score

This experiment shows that removing clients with high relevance scores dete-
riorates the system’s performance, whereas removing clients who usually have
low relevance scores helps improve it. We partition datasets to all clients and
randomly flip 20% of samples’ labels on 10% of clients. Then we run PFedRe for
τ0 rounds (τ0 � T ) on datasets. After τ0, the evolution of three testing accuracy
is recorded, where PFedRe (i) keeps all clients in the system; (ii) removes clients
determined as relevant more than 50% of rounds before τ0 and keeps others in
training; (iii) removes clients who are judged as irrelevant more than 50% of
rounds before τ0 and keeps others.

As shown in Figure 6, it is evident that removing clients with high rele-
vance scores indeed affects the system’s performance adversely. On the contrary,
eliminating clients with low relevance scores improves its performance. We can
consistently observe that removing as many as 10% of clients with low relevance
scores will enhance the system’s efficacy. Whereas removing clients with high
relevance scores has a noticeable negative impact.
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Fig. 6. The evolution of the testing accuracy is presented in the left figure. PFedRe
trains models for τ0 = 10000 rounds. After τ0, PFedRe (i) keeps all clients and continues
training (blue curve); (ii) removes clients determined as relevant for more than 5000
rounds and keeps others (yellow curve); (iii) removes clients judged as irrelevant for
more than 5000 rounds and keeps the remaining clients (red curve). The heatmaps
record the clients’ participation in three methods.

5 Conclusion and Future Work

This paper presents PFedRe, a novel personalized FL framework with client
selection to mitigate heterogeneous issues in the system. By introducing the
individual relevance into the algorithm, we extend the server to identify and
exclude irrelevant clients via local updates’ inversion, showing that dynamic
client selection is instrumental in improving the system’s performance. Both
the analysis and empirical evaluations show the ability of PFedRe to achieve
better performances in heterogeneous settings. In future work, we will explore
potential competing constraints of client selection such as privacy and robustness
to attacks and consider the applicability of PFedRe to other notions of the
distributed system.
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